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This paper investigates the power saving mechanism of Universal Mobile Telecommunications System (UMTS). UMTS discontinuous

reception (DRX) is exercised between the network and a mobile station (MS) to save the power of the MS. The DRX mechanism is controlled

by two parameters: the inactivity timer threshold ¢; and the DRX cycle ¢ p. Analytic analysis and simulation model are proposed to study

the optimal ¢ and ¢ p selections that maximize the MS power saving under the given mean packet waiting time constraint. We also devise

an adaptive algorithm called dynamic DRX (DDRX). This algorithm dynamically adjusts the ¢; and ¢ p values to enhance the performance

of UMTS DRX. Our study quantitatively shows how to select the best inactivity timer and DRX cycle values for various traffic patterns.

We also show that DDRX nicely captures the user traffic patterns, and always adjusts the ¢t; and tp close to the optimal values.
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1. Introduction

The third generation (3G) systems such as Universal Mo-
bile Telecommunications System (UMTS) [9] offer wireless
broadband access, and therefore can support mobile multi-
media applications with high data transmission rates. As
shown in Figure 1, the UMTS infrastructure includes the
Core Network (CN) and the UMTS Terrestrial Radio Ac-
cess Network (UTRAN). The CN is responsible for switch-
ing/routing calls and data connections to the external net-
works, while the UTRAN handles all radio-related function-
alities. The CN consists of two service domains: the Circuit-
Switched (CS) service domain and the Packet-Switched (PS)
service domain. The CS domain provides the access to the
PSTN/ISDN, while the PS domain provides the access to
the IP-based networks. In the remainder of this paper, we
will focus on the UMTS packet switching mechanism. In
the PS domain of the CN, the packet data services of a Mo-
bile Station (MS; see Figure 1(a)) are provided by the Serv-
ing GPRS Support Node (SGSN; see Figure 1(d)) and the
Gateway GPRS Support Node (GGSN; see Figure 1(e)). The
SGSN connects the MS to the external data network through
the GGSN. The UTRAN consists of Node Bs (the 3G term
for base stations; see Figure 1(b)) and Radio Network Con-
trollers (RNCs; see Figure 1(c)) that are connected by an
Asynchronous Transfer Mode (ATM) network. The connec-
tion between the UTRAN and the CN is achieved via the
ATM links between the RNCs and the SGSNs. An MS com-
municates with Node Bs through the radio interface based
on the Wideband CDMA (WCDMA) technology [9].

1.1. Discontinuous Reception

In UMTS, MS power consumption is a serious problem
for wireless data transmission. The data bandwidth is signifi-
cantly limited by the battery capacity [14]. Therefore, power
saving mechanisms are typically exercised to reduce power
consumption. Most existing wireless mobile networks (in-
cluding UMTS) employ Discontinuous Reception (DRX) to
conserve the power of MSs. DRX allows an idle MS to
power off the radio receiver for a predefined period (called
the DRX cycle tp) instead of continuously listening to the
radio channel. Two types of DRX-based power saving proto-
cols are proposed in the literature: synchronous (or centrally
controlled) and asynchronous (or distributedly controlled)
power saving protocols.

The synchronous power saving protocols are exercised
in MOBITEX [17], CDPD [5,15] and IEEE 802.11 [10].
In MOBITEX, the network periodically transmits a specific
(SVP6) frame to announce the list of the MSs that have
pending packets. All MSs are required to synchronize with
these (SVP6) frame transmissions and wake up immediately
before the transmission starts. When some MSs experience
high traffic loads, the network may decide to shorten the an-
nouncement interval to reduce the frame delay. As a conse-
quence, the low traffic MSs will consume extra unnecessary
power budget. In CDPD and IEEE 802.11 standards, simi-
lar DRX mechanisms are utilized except that an MS is not
forced to wake up at every announcement instant. Instead,
the MS may choose to omit some announcements to further
reduce its power consumption. A wake-up MS has to send
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Figure 1. A simplified network architecture for the UMTS PS domain

a Receiver Ready (RR) frame to inform the network that it
is ready to receive the pending frames. However, such RR
transmissions may collide with each other if the MSs tend
to wake up at the same time. Thus, RR retransmissions are
likely to occur and extra power is unnecessarily consumed.
In contrast to the synchronous power saving protocols,
asynchronous power saving protocols proposed in [18-20]
do not require any MS wake-up synchronization. In these
protocols, an MS is allowed to manage its power budget
independently. At high power level, the MS may wake up
more frequently to reduce the packet delay; on the other
hand, at low power level, the MS may wake up less fre-
quently to save the power budget. Packets for MSs with un-
known reception state are temporarily stored in the buffers,
and the network continuously broadcasts the addresses of
Each
MS may wake up at any time to check for pending pack-

these sleeping MSs through the paging procedure.

ets. The paging process repeats until these MSs have re-
ceived the paging messages. The asynchronous power sav-
ing protocols offer the flexibility of MS power management,
while increasing the network signaling load for paging op-
eration. Furthermore, these protocols can not guarantee an
upper bound for the packet delay, and the packet delay vari-
ance at high traffic condition is expected to be considerably
large.

1.2. UMTS Discontinuous Reception

UMTS DRX [2,4] combines the advantages of both syn-
chronous and asynchronous power saving protocols. It al-
lows an MS to negotiate its own DRX cycle length with the
network. Therefore, the network is aware of sleep/wake-up
scheduling of each MS, and only delivers the paging mes-
sage when the MS wakes up.

The UMTS DRX mechanism is realized through the Ra-
dio Resource Control (RRC) finite state machine exercised
between the RNC and the MS [1]. There are two modes in
this finite state machine (see Figure 2). In the RRC Idle

mode, the MS is tracked by the core network without in-
volving the UTRAN. When an RRC connection is estab-
lished between the MS and its serving RNC, the MS en-
ters the RRC Connected mode. This mode consists of four
states. If the MS obtains a dedicated traffic channel for
the RRC connection, it enters the Cell_DCH state. On the
other hand, if the MS is allocated a common or shared traf-
fic channel (i.e., the channel is shared by several MSs), it
enters the Cell FACH state. The data communication ac-
tivities can only be performed in these two states. In the
Cell_ PCH state, no uplink access is possible, and the MS
selects a Paging Channel (PCH) to monitor paging messages
from the RNC. In the above three RRC states, the MS per-
forms location update whenever it moves to a new cell (i.e.,
the radio coverage of a Node B). If the MS receives pack-
ets infrequently, the UTRAN may eliminate the cell update
overhead by instructing the MS to move to the URA_PCH
state. In this state, the MS performs location update for every
UTRAN Registration Area (URA) crossing. Details of cell
and URA updates can be found in [22]. In the Cell DCH and
Cell_FACH states, the MS receiver is always turned on to re-
ceive packets. These states correspond to the power active
mode. In the RRC Idle mode, Cell PCH and URA _PCH
states, the DRX is exercised to reduce the MS power con-
sumption. These states/mode correspond to the power sav-

ing mode.
1.3. Literature Review

In the literature, the CDPD DRX mechanism has been in-
vestigated through simulation models [15]. In [12], an ana-
lytic model was proposed to investigate CDPD DRX mech-
anism. This model does not provide close-form solution.
Furthermore, the model was not validated against simulation
experiments. In [23], we proposed a variant of the M /G/1
vacation model to investigate the performance of the UMTS
DRX. We derived the close-form equations for the output
measures and validated the results against simulation. Our
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model is different from the existing M /G /1 vacation model
due to the introduction of the inactivity timer threshold ¢;.

In our model,

e the server can not enter vacation mode immediately after

the queue is empty;

e whenever the server becomes idle, the inactivity timer is

activated;

o the server enters vacation mode only if no packets arrive

at the server before the inactivity timer expires.

In this paper, we further examine the optimal inactivity timer
threshold ¢; and DRX cycle ¢ selection based on the pro-
posed queueing model. The outline of this paper is as fol-
lows. (Some of the background material in this paper is
repeated from our earlier paper [23] in order to keep this
paper self-contained.) In Section 2, we review the proposed
M /G /1 vacation model for UMTS DRX. Section 3 provides
an analytic analysis for the best ¢; and ¢ p selection. We also
devise an adaptive algorithm called dynamic DRX (DDRX).
This algorithm dynamically adjusts the ¢; and ¢t values to
maximize the MS power saving under the given mean packet
waiting time constraint. In Section 4, we investigate the per-
formance of the UMTS DRX mechanism and the DDRX al-

gorithm by numerical examples. Section 5 concludes this

paper.

2. An M/G/1 Vacation Model for UMTS DRX

In UMTS, the MS receiver can be in the power active
mode (Cell DCH or Cell FACH state) or the power sav-
ing mode (RRC Idle mode, Cell_ PCH or URA _PCH state).
The MS receiver activities are illustrated in Figure 3, and are
described in terms of three periods:

The busy period. During packet transmission (i.e., the “server”

is “busy”’; see Figure 3(a)), the UMTS core network sends
the packets to an MS through the RNC and Node B. The
incoming packets are first stored in the RNC buffer be-
fore they are delivered to the MS. Since the MS is in

the power active mode, the RNC processor immediately

transmits packets in the First In First Out (FIFO) or-

der. Due to high error-rate and low bit-rate nature of
radio transmission, the Stop-And-Wait Hybrid Automatic
Repeat reQuest (SAW-Hybrid ARQ) flow control algo-
rithm [3] is exercised between the Node B and the MS
to guarantee successful radio packet delivery. The SAW-
Hybrid ARQ algorithm works as follows (see Figure 4).
When the Node B sends a packet to the MS, it waits for a
positive acknowledgment (ack) from the MS before it can
transmit the next packet. The Node B may receive neg-
ative acknowledgments (naks) from the MS, which indi-
cate that some errors have occurred (e.g., the transmitted
packet is damaged). In this case, the Node B re-transmits
the packet until an ack is received.

The inactivity period. If the RNC buffer becomes empty,
the RNC inactivity timer is activated (see Figure 3(b)). If
any packet arrives at the RNC before the inactivity timer
expires, the timer is stopped. The RNC processor starts
to transmit packets, and another busy period begins. Note
that the MS is in the power active mode in both the busy
and inactivity periods, where the MS receiver is turned
on.

The sleep period. If no packet arrives before the inactivity
timer expires (see Figure 3(c)), the MS enters the power
saving mode (see Figure 3(d)) and the MS receiver is
turned off. The MS sleep period contains at least one
DRX cycles tp. At the end of a DRX cycle, the MS
wakes up to listen to the PCH. If some packets have ar-
rived at the RNC during the last DRX cycle (i.e., the pag-
ing indicator for this MS is set), the MS starts to receive
packets and the sleep period terminates. Otherwise, the
MS returns to sleep until the end of the next DRX cycle.
In the power saving mode, the RNC processor will not

transmit any packets to the MS.

Based on the above description, we have proposed an an-
alytic model for the UMTS DRX mechanism in [23]. As
illustrated in Figure 5, the UMTS core network sends the
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packets to an MS through the RNC and Node B. We assume
that packet arrivals to the RNC form a Poisson stream with
rate \,. The RNC processor sends the packets to the Node B
through an ATM link. The Node B then forwards the pack-
ets to the MS by the WCDMA radio link. Compared with
WCDMA radio transmission, ATM is much faster and more
reliable. Therefore the ATM transmission delay is ignored
in our analytic model, and the RNC and the Node B are
treated as a FIFO server. Let £, denote the time interval
between when a packet is transmitted by the RNC proces-
sor and when the corresponding ack is received by the RNC
processor (see the packet service time in Figure 4). Let ¢;
be the threshold of the RNC inactivity timer, and ¢s be the
MS sleep period. The UMTS DRX is modeled as a variant
of the M/G/1 queue with multiple vacations [21], where
t, represents the service time (the period between when a
packet is sent from the UTRAN to the MS and when the

UTRAN receives the ack from the MS), and ¢g corresponds
to the server vacations. We have derived the following out-
put measures [23]:

e mean packet waiting time E[t,]: the expected waiting
time of a packet in the RNC buffer before it is transmitted

to the MS

e power saving factor P;: the probability that the MS re-
ceiver is turned off when exercising the UMTS DRX
mechanism; this factor indicates the percentage of power
saving in the DRX (compared with the case where DRX

is not exercised)

Suppose that the ¢, distribution has mean 1/, and variance
V... For fixed t; = 1/A; and fixed tp = 1/Ap, we have
shown that
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where p = A\, /A, and 7 is the cost of wakeupl.

3. Analytic Analysis for the Best ¢; and ¢ Selection

In this section, we investigate the effects of ¢; and ¢p
on power saving under a given mean packet waiting time
constraint. We first show in the following theorem that for
fixed E[t,], Ps has the maximum value when the length of
the DRX cycle tp is set to 27 (i.e., Ap = 1/27).

Theorem 1. In our M/G/1 vacation model, for any given
mean packet waiting time F[t,,] = C,,, we have the max-
imum power saving factor P} when tp = 27.

Proof. From (2.1) we have
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1 We note that at the end of every DRX cycle, the MS must wake up for
a short period 7 so that it can listen to the paging information from the
network. Therefore the “power saving” period in a DRX cycleis tp — 7.
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From (3.4), the maximum power saving factor P; is

achieved when Ap = 1/27 and is expressed as
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Theorem 1 is discussed in the following two cases.

CaseI. When t; — oo (or \; — 0), the MS never enters
the power saving mode, and the system is the same as an
M/G/1 queue. In this case, we have the shortest mean
packet waiting time E[t,,] = 6. Consequently,

Cyw > 0.

Case II. For a given tp, when t; — 0 (or A\; — 00), the
MS enters the power saving mode immediately after the
RNC buffer is empty, and the system degenerates into a
conventional M/G/1 queue with multiple vacations. In
this case, we have the longest mean packet waiting time
Elt,] =0 +tp/2. As aresult,

Cw <0+tp/2. (3.6)

Therefore, from Cases I and II, we have

We proceed to examine the selection of the best ¢p values.
Since the “power saving” period in a DRX cycle is tp — 7,
we have the following inequality for ¢p
tp>T 3.7

In addition, from (3.6), we have another inequality for tp
tp > 2(011) - 9) (3-8)

From (3.7) and (3.8), the range of possible ¢p values is
[max(7,2(Cy — 0)), 0.
cases for the optimal ¢; and ¢, setting.

We consider the following two

Case III: 27 > 2(C,, — 0). Inthis case, the maximum power
saving factor P; could be obtained when ¢ is set to 27.
The optimal ¢; value t7 is derived from (3.2) and is ex-
pressed as:

723 (Cp — 0)(1 — 72720
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Case IV: 27 < 2(Cy, —

power saving factor is achieved when ¢, is set to 2(C,, —

). From (3.4), we know the largest

). In this case, 7 is set to 0, and the corresponding C,
is the maximum mean packet waiting time for the given
tp = 2(Cy — 0) (see the explanation in Case II).

Based on the above discussion, the best [t;,¢p] pair that
maximizes the power saving factor Ps under the given
mean packet waiting time constraint C,, is either [}, 27] or
[0,2(Cy, — 0)].

In a real UMTS network, the traffic pattern of a mobile
user usually changes from time to time. In order to capture
user traffic pattern more accurately, one may dynamically
adjust the ¢; and ¢p values to enhance the Elt,] and P
performance. According to the above analytic analysis of
the best 7 and ¢ selection, we devise an adaptive algorithm
to dynamically adjust ¢; and ¢t values by using the iterative
technique [16]. Our algorithm employs a two-level nested
loop structure. The outer loop is controlled by index 7 and
adjusts the ¢t value based on the power saving factor. On the
other hand, the inner loop is controlled by index ¢ and adjusts
the ¢t p value according to the mean packet waiting time. Let
tp (i) be the i-th iterate of the ¢, sequence, and ¢;(j) be the
j-th iterate of the ¢; sequence. The tp and ¢; values can be

dynamically adjusted using the following algorithm.

Dynamic Discontinuous Reception (DDRX) Algorithm

Step 0 - Initialization. Assign an initial value to ¢ (1) and
t;7(1), respectively. Seti to 0, j to 1, D to 1 and P5(0) to
0. Go to Step 1.

Step 1 - Execution of the DRX mechanism. ¢ «— 7 + 1.
Exercise the DRX mechanism with parameters ¢ (i) and
t7(j) fromthe [(i — 1) x M + 1]-st packet to the (i x M)-
th packet and calculate the mean packet waiting time
E|t,](7) of these M packets. Go to Step 2.

Step 2 - Adjustment of ¢ .

if (E[ty](i) > Cpw+Ay) thentp(i+1) — tp(i) —dp
and go to Step 1.

elseif (Eft,](i) < Cp—Ay) thentp(i+1) «— tp(i)+
dp and go to Step 1.

else go to Step 3.
Step 3 - Adjustment of ;.

Compute the power saving factor Ps(j) for the period
when t7(3) is used to exercise the DRX mechanism.

if P,(j) < P,(j — 1) and D = 1 then D « 0.

else if P;(j) < Ps(j —1)and D = 0 then D «— 1.

if D=1thent;(j+1) —tr(j) +er.

elseif D =0thent;(j+ 1) — t;(j) — €1.

j <7+ 1and go to Step 1.

At Step 1, the algorithm observes the previous M consec-
utive packets and calculates their mean packet waiting time
Elt,,](4) for the i-th iteration. Step 2 adjusts the ¢, value so
that the E'[t,,|(7) value converges to the given mean packet
waiting time constraint C,,. Note that at Step 2, A,, is used
to test if the computation converges. At Step 3, the algorithm
attempts to enhance the power saving factor by adjusting the
tr value. Step 3 uses the variable D to determine the chang-

ing direction (i.e., increasing or decreasing) of t; value.

4. Numerical Examples

Based on the analytic results presented in the last section,
this section examines the effects of input parameters \,, 7
and V;, and mixed traffic pattern on the best ¢; and ¢ selec-
tion. Then by conducting discrete-event simulation experi-
ments, we investigate the performance of our DDRX algo-
rithm and show that DDRX can capture the best [t1, ¢ p] pair
to maximize the MS power saving. This simulation model is
similar to the one we developed in [13], and the details are
omitted. For demonstration purpose, we assume ¢, to have
a Gamma distribution with mean 1/, variance V., and the
Laplace Transform

~
fa(s) = <Si%> where = %}\i
The Gamma distribution is often used in mobile telecom-
munications network modeling [6-8]. It has been shown
that the distribution of any positive random variable can
be approximated by a mixture of Gamma distributions (see



3.0

xitr=0  o:t;=10E[t)]
254t = E[ty;] o:t;=60E[t,]
t:t; = 3E[t,] o : adaptive
2095 4, = 5E[t,)

1.5
1.0 —%
05
0.0 T T T
1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0

tp (unit: Eft,]
(a) Elty] (unit: E

—_— =

1.0

0.8

0.6 5

o ﬁw%q_ﬁf—ﬁ—at—f—a&%—ﬁ-

0.2

0.0 o T ?
1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
tp (unit: Et])
(b) P

Figure 6. A\q = 0.2X\z, 7 = 0.1E[tz] and V, = )\%

Lemma 3.9 in [11]). One may also measure the ¢, periods in
areal UMTS network, and the measured data can be approx-
imated by a Gamma distribution as the input to our models.

Figures 6-10 plot the E|[t,,] and Ps curves. In these fig-
ures, t, has the Gamma distribution with variance V.. The
parameter settings are described in the captions of the fig-
ures. Specifically, we consider the mean packet waiting time
constraint Cy, = E|[t,].

Effects of )\,. Figures 6 and 7 plot the E[t,,] and Ps curves
for \, = 0.2)\, and A\, = 0.48),, respectively. When
Aq = 0.2)\,, it is more likely that the MS is in the power
active mode when packets arrive. In this case, more pack-
ets are processed without experiencing the sleep periods,
and the resulting E[t,] is small. To achieve the con-
stant mean packet waiting time C,, = E[t,] under such
circumstances, the DRX cycle length ¢tp has to be set
to at least 2(Cy, — 0) = 1.5E[t;]. From Figure 6(b),
we observe that the largest power saving factor P is
achieved when tp = 1.5E][t,] and ¢; = 0 (see Case IV:
21 < 2(C,, —0) in the last section). On the other hand, as
A increases to 0.48)\,, tp could be set to 27 = 0.2E][t,]
to obtain the maximum power saving factor P (see Case
L 27 > 2(C,, — 0) in the last section).

Effects of 7. Figures 6 and 8 show how the cost of wakeup
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T affects the selection of ¢; and ¢t . When 7 is small, e.g.
7 = 0.1E[t,] (see Figure 6), tp = 27 can not satisfy the
mean packet waiting time constraint C',, = E[t,]. In this
case, the largest power saving factor P; results from the
setting t; = 0 and tp = 1.5E[t;]. On the other hand,
when 7 is increased to 0.8 E[t,] (see Figure 8), we have
27 = 1.6E[t;] > 1.5E][t;]. In this case, ¢ p could be set
to 27 = 1.6F]t,] to maximize the power saving factor
P.

Effects of V.. Figures 6 and 9 show how the variance V,,

of the packet transmission delay ¢, affects the selection
of ¢t; and tp. Note the well known effect in queueing
systems that the mean waiting time 6 of an M /G /1 queue
is an increasing function of V. When V is small, e.g.
Ve = /\% (see Figure 6), 0 is small as well and we have
2(Cy —m9) > 27. In this case, the best setting is t; = 0
and tp = 2(Cy, — 0) = 1.5E][t,]. In contrast, when V, is
large,e.g. V, = % (see Figure 9), the setting tp = 27 =

0.2E][t,] results in the maximum power saving factor P;".

Effects of mixed traffic. In general, the packet traffic to an

MS is not homogeneous. In a typical scenario, an MS
may experience with, for example, two or three multime-
dia messages in three or four hours, and then intensive
Internet accesses for 20 minutes. In Figure 10, we con-
sider a mixed traffic during an observation period where
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Figure 10. Effects of mixed traffic (r = 0.1E[tz] and V, = A%)

Ao = 107%), for 80% of the period and A\, = 0.2, for
20% of the period. We note that for the maximum power
saving factor P to exist at tp = 27, 6 must be no less
than (Cy, — 7) = E[t;] — 0.1E[t,] = 0.9E][t,] (see Case
L 2r > 2(C, — ) in the last section). Both of the
high traffic load and low traffic load cases considered in
Figure 10 result in 6 less than 0.9E][¢t,]. Therefore, from
Case IV: 27 < 2(C,, — 0), the largest MS power sav-
ing for this mixed traffic is when ¢; value is set to 0, as
indicated in Figure 10.

Performance of DDRX. The E|t,,] and P curves in Fig-
ures 6-10 indicate that optimal [t7, ¢ ] pairs exist to max-
imize the MS power saving. However, the optimal ¢
and tp values are not the same for different traffic pat-
terns. Therefore, a mechanism that automatically selects
the optimal ¢; and tp values in real time is required.
The DDRX algorithm proposed in this paper serves for
this purpose. In Figures 6-10, the “e” points represent
the (Eftp(i)],E[tw]) and (E[tp(i)],Ps) pairs of DDRX.
These points indicate that DDRX nicely captures the user
traffic patterns and always adjusts the ¢; and ¢p close to
the optimal values.



5. Conclusions

This paper investigated the UMTS discontinuous recep-
tion (DRX) mechanism for MS power saving. The DRX
mechanism is controlled by two parameters: the inactivity
timer threshold ¢; and the DRX cycle ¢tp. Based on our
previous M /G /1 queueing model with vacations for UMTS
DRX, analytic analysis and simulation model were proposed
to study the optimal ¢; and ¢p selections that maximize the
MS power saving under the given mean packet waiting time
constraint. We also devised an adaptive algorithm called dy-
namic DRX (DDRX). This algorithm dynamically adjusts
the ¢; and tp values to enhance the performance of UMTS
DRX. Several numerical examples were presented to quan-
titatively show how to select the best ¢; and tp values for
various traffic patterns. We also showed that DDRX nicely
captures the user traffic patterns, and always adjusts the ¢

and tp close to the optimal values.
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