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[group12] CHHLER)

1. THIRERY Multiple issue BRI (EHE > SR{EESERE SR ?

a. fHF] Multiple issue J57AA#e i CPI<I

b.  Static multiple issue resolves hazards at runtime

c. Dynamic multiple issue resolves hazards by Compiler
d.  Speculation guess what to do with an instruction

A:

a. True

b. JELE runtime

c. Dynamic multiple issue resolves hazards by CPU

d. True

[group11] CAIHIEE)
2.  Given that compilers can also schedule code around data dependences, but why a superscalar processor
would use dynamic scheduling? (give 3 reasons)

ANS:

(1) Not all stalls are predictable.

(2) Can’t always schedule around branches. If the processor speculates on branch outcomes using dynamic
branch prediction, it cannot know the exact order of instructions at compile time.

(3) Difterent implementations of an ISA have different latencies and hazards. As the pipeline latency and issue

width change from one implementation to another, the best way to compile a code sequence also changes.
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[group10] (A HLEE)

3.

(DEEAFSLLAT MIPS code {5 H] 1bit (taken/not taken) Dynamic Branch Prediction 222 flush pipeline #&7%
{E¢#% branch history table HY{H & taken ?

Start :
addi $t0, $0, 5
add $tl, $0, $0
Loop : beq $t0, $0, Continue
add $tl, $t1, $t0
addi $t0, $t0, -1
] Loop

Continue: //Other code

(2)7& -7 » 75 predict branch always taken HIJLL_F MIPS code #EZE flush pipeline £47?

ANS

(2 &

B — EyifE Loop 58— EsHY Loop BE%! continue
(2)5 &

Bty 5,4,3,2, 1, B beq AR - BEIFHRBATLAILE
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4. When handling Branch Hazard, if pipelines are deep, how can we solve the problem of significant branch

penalty? How?
A © Dynamic prediction.

Ans:
FR3Z 3 25 FE s i H (branch prediction buffer, branch history table) » 215457 Fy
taken : predict taken

not taken : predict not taken
TEHIFEER - flush pipeline and flip prediction

[group7] (B LEE)
5. Consider a 5-stage pipeline like MIPS. The finish time of branch instructions can be moved early from
MEM to ID. What are the costs behind that? Is it possible to move earlier to the IF stage?

Ans:  FREMEIZASMNERG (XOR array) it 1D stage ZREEHCRI{EE Fas /e AHE -
A HJRERF branch SERCEFEIRE ZE IF stage o DRIy JHLHR o] SETAFREN LB (7 a5 P B AHEF TER RS, -
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[group2] CEH{71%E)

6. Consider the following three branch prediction mechanism: Predict not taken, Predict taken, Dynamic
prediction. Assume they won’t be punished under correct prediction, while they will be punished for two
clock cycles if predicting wrong. The average accuracy of predictor is 90%. What kind of predictor is

capable for the following branch?

1. Branch establishment ratio = 5%
2. Branch establishment ratio = 95%
3. Branch establishment ratio = 70%

Al:
Predict not taken Predict taken Dynamic prediction
1 0.95 0.05 0.9
2 0.05 0.95 0.9
3 0.3 0.7 0.9
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7. EAbL#EZ branch hazard LK exception HYFH[E S fHE 7 R -

Ans.

RN

branch hazard: [K & 7EM] branch equality $£5% > ZHE( instruction FITHYR FFH ISR - RILFFE
branch decision Fij fetch ARJFESERNEEHENAT ©

exception: R {EAE N EITHARIELE overflow EEER &% opcode » BUE R T AKAVHE S HD
RNREBEAIT -

BRHERE:

M F R :

R AR A5 & lush" BB - EP s &% » 22 U AAI G B 4P @2 bubble -
i H MR 7 4E performance penalty o

FHE R :

Exception ZH{EGEREHFE| cause register fz EPC [N > branch hazard HIJ#E -

branch hazard 5% flush 581% £ ZFUENEE CHITHIR P (B R ZEPHEZ sequentially #11T)
R B R fras ] LB EETT T 5 -

[ exception 5< 3524 BBLE] OS » BELEBHINEMRE - HIGEMAG G EwES 2t
FLE R P T

WA THPEC AR penalty:

branch hazard:

FH) dynamic prediction » BIE] KA AL loop HrHYFEMERER - (FH)

fi branch decision HY T{EHFEIELHIE pipeline stage $7T o HI{i %1% prediction $EER - Frims
iy stage BEME NEIFZ o (F{K penalty)

Exception:

ST debug B » MEISSTTOELATTH « SURBIEE T & A ABH overflow - (FE)
JHék OS> 5% OS w[DILIFEPRAVZRE 525 recover o ([#{K penalty)
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